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Welcome

About This Guide
This guide is your starting point for learning how to install and setup an instance of the NICE
EnginFrame portal.

Who Should Read This Guide

This guide isintended for new EnginFrame administrators who want to familiarize themselves with
the fundamentals of installing and setting up an instance of the NICE EnginFrame portal.

How to Find Out More

Refer to the EnginFrame Administrator's Guide to learn more about how to install and manage an
instance of the NICE EnginFrame portal.

Get Technical Support

Contact NICE or your EnginFrame reseller for technical support.

NICE Support Contacts

Use one of the following to contact NICE technical support.

Email
<hel pdesk@ni ce- sof t war e. conp

Phone
+39 0141 901516

When contacting NICE, please include your company's full name.
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Introduction

NICE EnginFrame 2019.0 isthe leading grid-enabled application portal for user-friendly submission,
control and monitoring of HPC jobs and interactive remote sessions.

It includes sophisticated data management for all stages of HPC job lifetime and is integrated with
most popular job schedulers and middleware tools to submit, monitor, and manage jobs.

NICE EnginFrame providesamodular system where new functionality (e.g. application integrations,
authentication sources, license monitoring, etc.) can be easily added. It also features a sophisticated
Web Servicesinterface which can beleveraged to enhance existing applicationsaswell asdevel oping
custom solutions for your own environment.

A key advantage of NICE EnginFrame is the rapid migration from command-line to Computing
Portal paradigm, leveraging existing scripting solutions where available.

In addition, NICE EnginFrame 2019.0 enables launching and managing interactive applications
running on aremote cluster viaaweb browser.

It features a flexible architecture which supports different remote visualization technologies such as
NICE DCV, VNC®, HP® RGSor Virtual GL on both Linux® and Windows® platforms.

Based on the latest and most advanced Web 2.0 standards, NICE EnginFrame provides a flexible
infrastructure to support current and future computing and remote visualization needs. As you can
expect from a web-enabling solution, it is flexible in content presentation, providing personalized
experience for users according to their role or operational context.
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Getting Started

Note

This guide covers the most common configuration where EnginFrame Server
(including Apache Derby®) and EnginFrame Agent are installed on the same
machine, refer to the EnginFrame Administrator's Guide for more complex
configurations.

Downloading EnginFrame

EnginFrame packages can be downloaded from:
htt ps://ww. ni ce- sof t war e. com’ downl oad/ engi nf rane

You need a valid account to access the download area. If you do not have one yet, please contact
NICE or your EnginFrame reseller.

Obtaining a License

You need avalid licenseto install and run EnginFrame.

EnginFrame licenses are classified as:
Demo licenses- demo licenses are usually not bound to any 1P address and are valid for one month.
Full licenses- full licenses have time-unlimited validity and are bound to one or more | P addresses.

Year licenses - year licenses have time-limited validity and are bound to one or more | P addresses.

Please, contact NICE or your EnginFrame reseller to purchase, renew, or update a license, perform
alicense change or request ademo license.
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System Requirements

System Requirements

NICE EnginFrame supports the following operating systemsl:
Amazon™ Linux® release 2016.03 or above
Red Hat® Enterprise Linux® 5.X, 6.X, 7.X (x86-64)

SUSE® Linux® Enterprise Server 11 SP2, 12 SP3 (x86-64)

Theinstallation machine must have at least 3 GB of RAM and one or more IP addresses (at |east one
of them reachable by each of the potential client machines, directly or via proxies).

To install EnginFrame you need at least 200 MB of free disk space, but 2 GB or more are suggested
since, while operating, the software saves important data and logging information.

Please, make sure you have enough space for the service data stored inside the EnginFrame
spoolers. By default, spoolers are located inside the EnginFrame installation directory (SEF_TOP/
spool ers).

Third-party Software Prerequisites

Besidesthe standard packagesinstalled with your operating system, NI CE EnginFramereguires some
additional third-party software.

Java™ Platform

NICE EnginFrame requires the Linux® x64 version of Oracle® Java™ Platform Sandard Edition
(Java™ SE 7 or Java™ SE 8) or OpenJDK Runtime Environment 7 or 8.

From now on, we will call JAVA HOVE the Java™ installation directory.

Java™ and Security

NICE suggests you to use the latest version of Oracle® Java™ SE 8 or
OpenJdDK 8 since they contain important enhancements to improve security
of your Java™ applications.

The same Java™ version must be used for both EnginFrame Server and EnginFrame Agent.

Database Management Systems

Since version 2013.0, EnginFrame requires a JDBC-compliant database. EnginFrame uses the
RDBMS to manage Triggers, Job-Cache and Applications and Views users groups. EnginFrame
Triggersrely on Quartz2 engine to schedul e the execution of EnginFrame services. Triggers are used
internally to execute periodic tasks as to check and update I nteractive sessions status and to collect

1

Other Linux® distributions and compatible Java™ versions might work but are not officially supported. Contact

<hel pdesk@i ce- sof t war e. con for more information.
thtp:llwww.quartz—scheduler.org
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Database Management Systems

EnginFrame usage statistics informations. The Job-Cache feature is responsible for collecting and
caching job statuses over time.

By default Apache Derby® 10.11 database is instaled together with EnginFrame Professional,
however using Apache Derby® in a production installation is not recommended.

Apache Derby® is not supported for EnginFrame Enterprise installations, it is strongly suggested to
use an external JDBC-compliant RDBMS. Since EnginFrame Enterprise is part of a HA solution,
aso the RDBM S must have its own HA strategy. The external RDBMS is suggested to reside on a
different node(s) than the EnginFrame servers and possibly configured to be fault tolerant.

Please refer to the following table to select the database which fits your needs.

Table 2.1. Supported Database Management Systems

Name Version Notes

Apache Derby® 10.11 Included in the EnginFrame Professional
edition. Can be used for small EnginFrame
Professional installations. Not suggested for
medium and large production installations.

It is not supported by EnginFrame Enterprise
edition.

SQL Server® 2008 R2, 2012 Requiresinstallation of the JDBC driver.

Microsoft® JDBC officia driver can be
downloaded from http://www.microsoft.com/
en-us/downl oad/details.aspx?d=11774.

Oracle® Database Enterprise  Edition | Requiresinstallation of the JDBC driver

11g Release 2 Oracle® JDBC official driver can be
downloaded from http://www.oracle.com/
technetwork/database/features/jdbc.

MySQL® Database 55-57 Requiresinstallation of the JIDBC driver

MySQL® JDBC officia driver can be
downloaded from http://dev.mysgl.com/
downloads/connector/j.

MariaDB® 55 Requiresinstallation of the MySQL® JDBC
driver

MySQL® JDBC officia driver can be
downloaded from http://dev.mysql.com/
downloads/connector/j.

EnginFrame providesthe JDBC driver for Apache Derby® only. In caseadifferent DBM Sisused, the
JDBC driver must be added after the installation to the $EF_TOP/ <VERSI ON>/ engi nf r ane/
VEEBAPP/ V\EB- | NF/ | i b directory.

Please refer to the DBM S documentation for instructions on how to get the proper JDBC driver and
configure it.
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Authentication Mechanisms

Authentication Mechanisms

EnginFrame supports different authentication mechanisms. Some of them require third-party
software components.

Refer to Table 2.2, “Supported Authentication Mechanisms’ to select the most appropriate
authentication method for your system and check its third-party software prerequisites (if any).

Table 2.2. Supported Authentication Mechanisms

Name Prerequisites Notes
PAM Linux® PAM must be It is the most common authentication method.
correctly configured It allows a system administrator to add new
authentication methods simply by installing new
PAM modules, and to modify authentication
policies by editing configuration files.
At installation time, you will be asked to specify
which PAM serviceto use, system-auth isthe
defaullt.
LDAP The ldapsearch These methods alow you to authenticate users
X command must be against aLDAP or Active Directory server.
Active installed and working | The EnginFrame installer will ask you to specify
Directory appropriately on the the parameters needed by Idapsear ch to contact
EnginFrame Agent host | and query your directory server.
HTTP External HTTP This method relies on an external authentication

Authentication

authentication system

system to authenticate the users. The external
system then adds an HT TP authentication header to
the user requests. EnginFrame will trust the HTTP
authentication header.

Certificate

SSL Certificates need
to beingalled and
exchanged between
EnginFrame Server and
clients.

This method relies on the authentication
accomplished by the web server, which requires
the client authentication through the use of SSL
certificates.

The EnginFrame installer can optionally verify if you have correctly configured the selected
authentication method.

NICE EnginFrame can be easily extended to add support for custom authentication mechanisms.

Distributed Resource Managers

EnginFrame supports different distributed resource managers (DRM).

At installation time, you will need to specify which DRMs you want to use and provide the
information required by EnginFrame to contact them. A single EnginFrame instance can access more
than one DRM at the same time.
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Distributed Resource Managers

Refer to Table 2.3, “ Supported Distributed Resource Managers’ for alist of supported DRMs.

Table 2.3. Supported Distributed Resource Managers

Name Version Notes

IBM®  Platform™ | 6.x - 10.x The L SF/openlava client software must be

LSF® installed on the EnginFrame Agent host.
Theinstaller will ask you to specify the L SF/

OpenLava 2.X openlava profilefile.

Adaptive 7.2.X The MWS server must be reachable from the

Computing® Moab® EnginFrame Server host.

Web Services (MWS) Theinstaller will ask you to specify the IP
address of your MWS server.

Altar® PBS | 7.x- 14X The PBS Professional® client software must

Professional® be installed on the EnginFrame Agent host.
Theinstaller will ask you to specify the
directory where the PBS Professional® client
software isinstalled.

Torque 3X-6.X The Torque client software must be installed
on the EnginFrame Agent host.

Theinstaller will ask you to specify the
directory where the Torque client software is
installed.

NICE Neutro 2013 or later The NEUTRO master(s) must be reachable
from the EnginFrame Server host.
Theinstaller will ask you to specify the IP
address of your NEUTRO masters.

SLURM ™ 14.x - 17.x SLURM™ hinaries must be installed on the
EnginFrame Server host. SLURM ™ master
host must be reachable from the EnginFrame
Server host.

Theinstaller will ask you to specify the path
where binaries are installed.

On SLURM™ configuration, specifically
related to compute nodes dedicated

to interactive sessions, the Features:
vnc,dev,dcv2 and RealMemory parameters
must be added to every required node. 'dcv2'
stands for DCV since 2017.

Sun® Grid Engine | 6.2 The Grid Engine client software must be

(SGE) installed on the EnginFrame Agent host.

- - The $SGE_ROOT/ $SGE_CELL/ conmon

Oracle® Grid Engine | 7.0 must be shared from SGE master to EF nodes.

(OGE) Theinstaller will ask you to specify the Grid

Univa® Grid | 8.x Engine shell settingsfile.

Engine® (UGE)

EnginFrame Quick Start Guide
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Distributed Resource Managers

NETIE Version Notes

Son of Grid Engine | 8.1.x
(SoGE)

Open Grid Scheduler | 2011.x

AWS Batch The AWS Batch | Theinstaller will ask you to specify the AWS
clusser must be | ParallelCluster cluster name and the AWS
created with AWS | region.

ParallelCluster 2.1.0
or later

Some schedulers like Torgque, PBS Professiona® and Univa® Grid Engine® (UGE) 8.2.0 have job
history disabled by default. Thismeansthat ajob will disappear when finished. Itisstrongly suggested
to configure these distributed resource managers to retain information about the finished jobs. For
more information on the configuration check the section called “ Required DRM Configuration”.

Support for additional resource managers is available via optiona plugins. Contact
<hel pdesk@i ce- sof t war e. con® for more information.

Required DRM Configuration

Altair® PBS Professional®
Appliesto versions: 11, 12, 14
Altair® PBS Professional® by default does not show finished jobs. To enablejob history, aserver
parameter must be changed:

! gngr -c "set server job_history enable = True"
Once enabled, the default duration of the job history is 2 weeks.

Torque
Appliesto versions: 4, 5, 6
Torque by default does not show finished jobs. To enable job history, a queue parameter must
be changed:

! gngr -c "set queue batch keep_conpl et ed=120"

The keep_conpl et ed parameter specifies the number of seconds jobs should be held in the
Completed state after exiting.

Once enabled, the default duration of the job history is 2 minutes.

Appliesto versions: all

In order to get the Display Output functionality for Torque jobs, gpeek tool should be configured
properly. By default gpeek usesthe rsh command to remote accessthe so-called "mother superior”
node.

Choose between installing rsh on the nodes or configure gpeek to use ssh and install ssh
configured passwordless among the nodes.

Univa® Grid Engine® (UGE)
Appliesto versions: 8.2.x
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Distributed Resource Managers

Univa® Grid Engine® (UGE) by default does not show finished jobs. To enable job history:

(8.2.0 only) disable reader threads:
edit file SGE_ROOT/ SGE_CELL/ common/ boot strap

setreader _t hr eads toOinstead of 2

enable finished jobs:
run

i gconf -ntonf

setfi ni shed_j obs to anon-zero value according to the rate of finishing jobs.

Thef i ni shed_j obs parameter definesthe number of finished jobsstored. If thismaximum
number is reached, the eldest finished job will be discarded for every new job added to the
finished job list.

By default EnginFrame grabs the scheduler jobs every minute. The fi ni shed_j obs
parameter must be tweaked so that a finished job stays in the job list for at least a minute.
Depending on the number of jobs running in the cluster a reasonable value isin between the
medium number of running jobs and the amount of jobs ending per minute.

restart qmaster

SLURM™
Appliesto versions: all
SLURM™ show finished jobs for a default period defined by the M nJobAge parameter in
filesl urm conf (under/ et ¢/ sl ur mor the SLURM™ configuration directory). The default
value is 300 seconds, i.e. five minutes, which is acceptable.

In case you changed this parameter, ensure it is not set to a value lower than 300.
Also check the MaxJobCount parameter is not set.
After changing this parameter restart SLURM ™ with:

: Jetc/init.d/slurm stop
i Jetc/init.d/slurmstart

The setting must be done on all SLURM ™ nodes.

IBM® Platform™ LSF® / OpenLava
Appliesto versions: all
IBM® Platform™ LSF® and OpenLava show finished jobs for a default period defined by the
CLEAN_PERI OD parameter in filel sb. par ans. The default value is 3600 seconds, i.e. one
hour, which is acceptable.

In case you changed this parameter, ensure it is not set to a value lower than 300.

After changing this parameter run;

i badnin reconfig

EnginFrame Quick Start Guide 9
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AWS Batch
To integrate EnginFrame with AWS Batch it is required to create a Batch cluster with AWS
Parallel Cluster and give the user running the EnginFrame Server the permission to interact with
the cluster. Here the details of the required steps:

Install AWS Parallel Cluster and configure it following the instruction here.
AWS CLI will beinstalled as dependency of AWS ParallelCluster.

Taking into account the network requirements, create anew cluster for AWS Batch scheduler.

Go to the CloudFormation console from the AWS Account and click on the created Stack.
Get the St ack | D from the Stack Info tab
view. (eg. arn: aws: cl oudf or mat i on: <REA ON>: <ACCOUNT>: st ack/
<STACK_NAME>/ <Ul D>)

Get the Bat chUser Rol e from the Outputs tab view, using the AWS CloudFormation
console, or through the status command of the AWS ParallelCluster command line. (e.g.
arn: aws: i am : <ACCOUNT>: r ol e/ <STACK_NAME>- suf fi x).

UsetheBat chUser Rol e andthe St ack | D (by replacing the latest UID with an asterisk)
to create, through the Identity and Access Management (IAM) console, anew IAM Policy like
the following:

L
"Version":"2012-10-17",
"Statenment": [

{
"Effect":"Al |l ow',

"Action":[
"sts: AssuneRol e",
"cl oudf ornati on: Descri beSt acks"

Il
"Resource": |

" <Bat chUser Rol e>",

"<StacklD with the U D repl aced by *>"

]
}

b
o}

Create anew |AM User and assign the created Policy toit.
Fromthe | AM Console, click on the created user and get the user credential sfrom the Security
Credentia stab view. Usethem to configurethe AWS CL I for the user running the EnginFrame
Server (e.g. ef nobody).

[ ef nobody] $ aws configure

Follow EnginFrame installer stepsto configure AWS Batch EnginFrame plugin to contact the
created cluster.
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Session Brokers

Session Brokers

Starting from version 2017.0, EnginFrame supports Citrix® XenDesktop® as Session Broker.

At installation time you can choose to use XenDesktop® as session broker and provide the
configuration parameters required by EnginFrame to contact the XenDesktop® Server.

Table 2.4. Supported Session Brokers

Version

XenDesktop® 7.6 see the section called “Required Session
Brokers Configuration”

For detailed instructions on how to install and configure the session broker pleaserefer to its manuals.

Contact <hel pdesk@ni ce- sof t war e. con® for more information.

Required Session Brokers Configuration

XenDesktop®
Appliesto versions: 7.6
EnginFrame plugin for XenDesktop® requires NICE Neutro to submit del egate sessions (seethe
section called “ Distributed Resource Managers’ for more info about NICE Neutro).

Neutro Agent must run as XenDesktop® administrator user on the same host where the
XenDesktop® Delivery Controller is running.

The host where XenDesktop® Delivery Controller is running must be tagged as
XenDeskt opControl | er in the Neutro Master configuration file SNEUTRO_ROOT/
conf/ hosttags. conf.

XenDesktop® tasks must be added into the NICE Neutro Master installation tree.
Copy task-interactive-xendesktop.xm file into the Neutro Master task
repository and set right permissions:

cp $EF_ROOT/ pl ugi ns/ xendeskt op/ et c/ neutro_t asks/t ask-repository/
task-interactive-xendesktop. xm \
$NEUTRO _ROOT/ t ask-reposi tory/task-interactive-xendesktop. xni

i chown <neutroadm n>:root \
$NEUTRO_ROOT/ t ask-reposi tory/ task-i nteracti ve- xendeskt op. xm

Create the directory to store the files required by XenDesktop® task:

nmkdi r $NEUTRO_ROOT/ t ask-r eposi tory/task-i nteracti ve-xendeskt op

Copy XenDesktop® task files and set right permissions:

cp $EF_ROOT/ pl ugi ns/ xendeskt op/ et c/ neutro_t asks/t ask-reposi tory/
task-interactive-xendesktop/* \
$NEUTRO_ROOT/ t ask-reposi tory/task-interacti ve- xendeskt op
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Remote Visualization Technologies

i chown -R <neutroadm n>:root \
$NEUTRO_ROOT/ t ask-reposi tory/task-interactive-xendeskt op

XenDesktop® Web Interface library must be added to the EnginFrame XenDesktop® plugin

installation tree.

Download theWeb Interface 5.4 for

from Citrix® Website (registration or login is required).

Uncompressthe Wbl nt er f ace. j ar and look for the PNAgent . war onit.

© jar -xvf \Weblnterface.jar

Uncompress PNAgent . war

file, copy jar files from PNAgent. war

XenDesktop® plugin jars folder and set right permissions:

: jar -xvf PNAgent.war

i cp <unconpressed PNAgent fol der>/\WEB-INF/lib/*.jar \
; $EF_ROOT/ pl ugi ns/ xendeskt op/1ib/jars/

: chnod +r $EF_ROOT/ pl ugi ns/ xendesktop/|ib/jars/*

EnginFrame users must be in the same Active Directory domain used by XenDesktop®.

EnginFrame uses users provided password to log in to XenDesktop®.

Clients require Citrix Receiver™ application to connect to XenDesktop® sessions.

Remote Visualization Technologies

EnginFrame supports different remote visualization technol ogies, and the same EnginFrame instance

can manage multiple of them. Please refer to the following table for the supported ones.

Table 2.5. Supported Remote Visualization Technologies

Version

Real VNC® Enterprise Edition | 4.x or 5.x It allows to share sessions both in full access
or view only mode.

TigerVNC 1.x Linux® only (server side).

TurboVNC 1xor2Xx Linux® only (server side).

Rea VNC® Free Edition 4.x Linux® only (server side).

NICE DCV 2012.0 or | It alowsto share sessions both in full access
later or view only mode.

VirtualGL 2.1 or later

12 EnginFrame Quick Start Guide
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Remote Visualization Technologies

Name Version Notes

HP® RGS 5., 6.xor 7.x | Pleaserefer to EnginFrame Administrator's
Guide for more information on how to set up
your DRM system on Linux® nodes to work
with HP® RGS.

Citrix Receiver™ 4.5 Windows® only (server side).

For detailed instructions on how to install and configure these remote visualization technologies
please refer to their respective manuals.

Support for additional remote visualization technologies is available via optional plugins. Contact
<hel pdesk@i ce- sof t war e. con® for more information.

Remote Visualization Technologies Configuration

NICE DCV 2017.0 or later on Linux

For Linux environments the configuration of the authentication to use with NICE DCV must
correspond to the authentication system set on the DCV server in the remote visualization hosts.

On EnginFrame the authentication to use with DCV on Linux can be set in the
| NTERACTI VE_DEFAULT_DCV2_ LI NUX_AUTH configuration parameter inside the SEF_TOP/
conf/plugins/interactivel/interactive. efconf file

Default value and documentation can be found in the static configuration file $EF_TOP/
<VERSI ON>/ engi nf rame/ pl ugi ns/interactive/conf/interactive. ef conf.

The aut o authentication system, providing seamless authentication with self-generated strong
passwords, requires the following configuration on the visualization hosts running the DCV server:

The DCV simple external authenticator provided with NICE DCV must be installed and running.

The simple external authenticator installation package is distributed as an rpm, e.g. ni ce- dcv-
si mpl e- ext ernal - aut henti cat or-2017. x...x86_64.rpm

Onceinstalled you can manage the service asr oot user:

On systemsusing Syst enD (e.g. RedHat 7):

i systenctl [start|stop|status] dcvsinpl eextauth

On systemsusing SysVI ni t (e.g. RedHat 6):

: Jetc/init.d/dcvsinpl eextauth [start|stop|status]

The DCV server must be configured to use the simple externa authenticator
dcvsi npl eext aut h instance running on the same host, e.g. inside/ et ¢/ dcv/ dcv. conf,
under thesecur i t y section, there should be a setting like this:

[security]
i auth-token-verifier="http://local host: 8444"
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Supported Browsers

Restart the DCV server after any changes madeto/ et ¢/ dcv/ dcv. conf configuration file.

NICE DCV 2017.0 or later on Windows

For Windows environments the configuration of the authentication to use with NICE DCV
must be configured on EnginFrame in the | NTERACTI VE_DEFAULT _DCV2_W NDOWA5_AUTH
configuration  parameter  inside the  $EF_TOP/ conf/plugi ns/interactive/
i nteractive. ef conf file.

Default value and documentation can be found in the static configuration file $SEF_TOP/
<VERSI ON>/ engi nfranme/ pl ugi ns/interactive/conf/interactive. efconf.

The aut o authentication system, providing seamless authentication with self-generated strong
passwords, does not require any other configuration on the visualization hosts running the DCV
server.

The DCV server serviceis managed by the interactive session job landing on the node:
If the DCV server serviceis not running, it will be started.

If the DCV server serviceisrunning but with different authentication configuration than the one set
on the EnginFrame side, the configuration will be changed and the service restarted. Thisincludes
the case when the DCV server is configured to automatically launch the console session at system
startup. This setting will be removed by the interactive session job.

If DCV session isrunning but there is no logged user, the session will be closed by the interactive
session job.

It isnot possible to submit an interactive session to anode with a DCV session running and a user
logged in.

Supported Browsers
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NICE EnginFrame produces HTML which can be viewed with most popular browsers. NICE
EnginFrame has been tested with the browserslisted in Table 2.6, “ Supported Browsers’.

Table 2.6. Supported Browsers

Name Version Notes

Microsoft® Internet | 10 and 11

Explorer®

Mozilla Firefox® 3.6 and above

Apple® Safari® 6.0 and above | Tested on Mac® OS X® and iPad® only.
and i0OS 6
version

Google™ Chrome™ 25 and above

JavaScript® and Cookies must be enabled on browsers.
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Interactive Plugin Requirements

Interactive Plugin requires the following components to be successfully installed and configured:

a least one supported resource manager software, see the section called “Distributed Resource
Managers’ or a session broker software, see the section called “ Session Brokers’

a least one supported remote visuaization middleware, see the section called “Remote
Visuaization Technologies”

To use the Interactive Plugin, a proper license must be installed on the EnginFrame Server.

Each node running interactive sessions should have all the necessary software installed. On Linux®
this usually means the packages for the desired desktop environment (gnome, kde, xfce, etc).

In addition, to let the portal show screen thumbnails in the session list, the following software must
be installed and available in the system PATH on visualization nodes.

Linux®: ImageMagicktool (ht t p: / / www. i magenagi ck. or g) andthexor g- x11- apps,
Xor g-x11-util s packages

Windows®: NICE Shot tool (ni ceshot.exe available under $EF_TOP/ <VERSI ON>/
engi nframe/ pl ugi ns/interactive/tool s/ niceshot). Not required on NICE
Neutro hosts since Neutro Agent installer already includesit.

Single Application Desktop Requirements (Linux®)

Sometimesyou may prefer to run aminimal session on your interactive nodes consisting inaminimal
desktop and asingle application running. In that case, instead of installing afull desktop environment
like GNOME or KDE, you may want to only install some basic required tools, a Window manager,
adock panel and the applications you intend to use.

For thisintent them ni mal . xst ar t up script can be configured to be a Window Manager choice
for the Applications and Views service editors.

Hereisareferencelist of thetoolsused by themi ni mal . xst ar t up file provided by EnginFrame
under $EF_TOP/ <VERSI ON>/ engi nf rane/ pl ugi ns/i nteractive/ conf:

basictools: bash, grep, cat, pri ntf, gawk, xprop
window managers: met aci t y, kwi n (usually provided by package kdebase), xf w

dock panels: ti nt 2, f | uxbox, bl ackbox, mvm (usually provided by package opennot i f
orlesstif ornmotif)

Shared File System Requirements

Depending on the deployment strategy, EnginFrame may require some directories to be shared
between the cluster and EnginFrame nodes. This guide covers the simplest scenario where both
EnginFrame Server and EnginFrame Agent run on the same host. For more complex configurations
or to change the mount points of the shared directories, please check the "Deployment Strategies'
section in the EnginFrame Administrator's Guide.

In this scenario the EnginFrame Server, EnginFrame Agent and visualization nodes may require the
$EF_TOP/ sessi ons directory to be shared. Please refer to the following table to check if you
need to share this directory or not.
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Shared File System Requirements
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Table 2.7. Shared File-System Requirement

Distributed Resource Manager Linux® Windows®
NICE Neutro - Not required
IBM® Platform™ LSF® Not required Not required
OpenLava Not required -
SLURM ™ Required -
Adaptive Computing® Moab® Web Services (MWS) Required -
Torque Required -
Altair® PBS Professiona ® Required -
Grid Engine (SGE, SoGE, OGE, UGE) Required -
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Installation

Prepare for Installation

Before installing and assuming your system matches one of the supported configurations, the
following prerequisites have to be met:

1. Select an ingtallation location (called $NI CE_ROOT hereafter) with at least 200 MB free disk
space.

2. Select an EnginFrame administrator user (ef adm n hereafter). This user must exist prior to the
installation. He must be an administrator of the selected distributed resource managers, i.e. must
be able to retrieve job information (for al users) and cluster/host information.

3. Select an unprivileged user for running EnginFrame Portal (ef nobody hereafter). Thisuser must
exist prior to the installation.

Q EnginFrame Users

ef adm n and ef nobody must be operating system valid accounts. you
must be able to login to the system with those accounts and they must not be
disabled.

Installing
1. Login on the machine designated to host EnginFrame

2. Change working directory to the EnginFrame installer engi nfranme-2019. 0. x.y.jar
directory location

3. Besurethe umask is 022
4. Asr oot run:

: $JAVA HOVE/ bi n/java —jar enginfrane-2019.0.x.y.]jar
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Updating

5. Answer the installer questions.

Updating

Starting from EnginFrame 2015, the installer supports updating from a previous 2015.x version. The
installer does not support upgrading from EnginFrame 2013 or older versions.

To update from an older 2015.x version launch the installer and select the SNI CE_ROOT containing
theengi nf r ae folder. Theinstaller will perform some checks on the current installation and then
will propose to update.

In case the installer detects any changes in the $EF_TOP/ <VERSI ON> directory with respect to
the installation status, it will print awarning with information on the detected changes. The user can
decide to continue the installation.

The installation process will create a new $EF_TOP/ <VERSI ON> directory containing the new
EnginFramefiles.

Upgrading from pre-2015 versions

18

Automatic upgrade from pre-2015 versionsis not supported.

To install a new EnginFrame and port the old instance configuration to the new one, backup the old
installation and follow these suggested steps:

1. If possible, make sure all users close their interactive sessions.

Running sessions will not be closed by EnginFrame and the users can continue to use them. They
will be able to reconnect to existing sessions as long as they have a valid connection file with
credentials (*.vnc, etc).

However the new EnginFrame instance will NOT import any of the old sessions and no action on
old sessions will be possible from the portal. Users will NOT be able to connect or close sessions
launched from the old EnginFrame instance.

A session launched from the old EnginFrame instance will need to be closed manually by
connecting to it and logging out of the desktop session.

2. Stop the current EnginFrame instance

3. Install anew EnginFrame instance using different installation paths, in particular note you MUST
NOT select the same location for the Spoolers, Sessions and Repository directories

4. Any change to the configuration of the old EnginFrame instance has to be manually ported to the
new installation. Please check the section called “ Configuration File Mapping” for reference

5. Start the new EnginFrame instance

Note

Note the new EnginFrame instance will NOT use any spooler or session from
the old instance. Users will not be able to browse the spoolers of the old
installation or retrieve or delete data through the new portal.
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Configuration File Mapping

Configuration File Mapping
Starting from EnginFrame 2015 the directory structure changed with respect to the previousversions.

In the case changes applied to a pre-2015 installation want to be ported to a new 2019.0 installation
use the following reference.

Please note only the changes to the default configuration must be applied, DO NOT copy the whole
files from the previous installation to the new one.

Identify the old installation directory: the default value is /opt/ni ce and contains the
engi nf rame, conf , t ontat sub-directories. We will refer to this directory as OLD_| NSTALL
in the next paragraphs.

Identify the root configuration directory of the new installation: the default valueis/ opt / ni ce/
engi nf rame/ conf andcontainsengi nf r arre, der by, pl ugi ns,t ontat subdirectories. We
will refer to this directory as EF_ CONF_ROOT in the next paragraphs.

Main configuration

Changes to the configuration filesin OLD_I NSTALL/ conf must be ported to the corresponding
filesin EF_CONF_ROOT. The files which may have been changed in the old instance are:

engi nf rane. conf

Changes to the configuration filesin OLD_| NSTALL/ engi nf r ame/ conf must be ported to the
corresponding files in EF_CONF_ROOT/ engi nf r ane. The files which may have been changed
in the old instance are:

server. conf
agent . conf

| og. server. xconf
| 0og. agent . xconf

aut hori zati on. xconf (please check the section called “Changes to authorization.xconf”)

Tomcat® configuration

Changes to the configuration files in QLD | NSTALL/t ontat / conf must be ported to the
corresponding filesin EF_CONF_ROOT/ t ontat / conf . The files which may have been changed
in the old instance are:

Cat al i na/ | ocal host/ engi nframe. xmi
catalina. policy

catal i na. properties

cont ext . xm

| oggi ng. properties
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Configuration File Mapping

server. xni
t onctat - users. xni

web. xm

Changes to the configuration filesin OLD_| NSTALL/ t ontat / webapps/ ROOT must be ported
to the corresponding files in EF_CONF_RQOOT/ t ontat / webapps/ ROOT. The files which may
have been changed in the old instance are:

favi con.ico
i ndex. htm

VEEB- | NF/ web- xm

Apache Derby® configuration

Changes to the configuration files in OLD_| NSTALL/ der by/ db must be ported to the
corresponding filesin EF_CONF_ROOT/ der by. Thefileswhich may have been changed in the old
instance are:

der by. properties

server. policy

Plug-in configuration

Changesto the configuration filesin OLD _| NSTALL/ engi nf rane/ pl ugi n/ [ pl ugi n-i d]/
conf must be ported to the corresponding files in EF_CONF_ROOT/ pl ugi n/ [ pl ugi n-i d].
The files which may have been changed in the old instance are:

| og. xconf

aut hori zati on. xconf (please check the section called “Changes to authorization.xconf”)

ef . aut h. conf (activedirectory, ldap, os, pam)

grid. conf (grid)

dcv. gpu. bal ancer. conf (interactive)

dcv2. gpu. bal ancer . conf (interactive)

i nteractive. ef conf (interactive)

nat . conf (interactive)

ef . | sf. conf (Isf)

ef . sge. conf (sge)

ef . pbs. conf (pbs)

20 EnginFrame Quick Start Guide



Starting EnginFrame

ef . tor que. conf (torque)

Changes to the configuration filesin OLD_| NSTALL/ engi nf r ane/ pl ugi n/ neut r o/ conf
must be ported to EF_CONF_RQOOT/ pl ugi n/ neut r o/ neut r 0. ef conf . The files which may
have been changed in the old instance are:

properties. conf

Changes to the configuration filesin OLD_I NSTALL/ engi nf r anme/ pl ugi n/ nnabws/ conf
must be ported to EF_CONF_ROOT/ pl ugi n/ noabws. ef conf . Thefileswhich may have been
changed in the old instance are:

properties. conf

Changes to authorization.xconf

When porting changes from pre-2015 aut hori zat i on. xconf files note in EnginFrame 2019.0
the ACLs and Actors are merged and, in case different files define the same ACL or Actor 1D,
the conflicts are resolved by applying the following precedence rule, from the most to the least
authoritative:

EF_CONF_ROOT/ engi nfrane/ aut hori zati on. xconf

EF_TOP/ <VERSI ON>/ engi nf r ame/ conf / aut hori zat i on. xconf (read-only)

EF _CONF_ROOT/ pl ugi ns/ [ pl ugi n-i d]/aut hori zati on. xconf

EF_TOP/ <VERSI ON>/ engi nf ranme/ pl ugi ns/ [ pl ugi n-id]/conf/
aut hori zati on. xconf (read-only)

Starting EnginFrame

After asuccessful installation, you can start EnginFrame as follows:
$EF_TOP/ bi n/ engi nframe start
or, in case EnginFrame was added to the startup scripts:

! service enginframe start

Checking EnginFrame Status

Y ou can check EnginFrame status by executing:
$EF_TOP/ bi n/ engi nframe status
or, in case EnginFrame was added to the startup scripts:

i service enginframe status
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Accessing EnginFrame

Accessing EnginFrame

Open the URL, in your browser, configured during installation with the following syntax:
http:// <serverhost >: <server port >/

The default for <ser ver port >is8080.

Important
JavaScript® and Cookies must be enabled on browsers.

Troubleshooting

22

Useful information can be found inside EnginFrame logs. They are located under
$EF_TOP/ | ogs/ <HOSTNAME>. These files contain EnginFrame Portal log messages.

After a successful startup the ef . | og should print two lines containing the Java and EnginFrame
versions:

i 2017/ Mar/14 09:51.42 INFO[...] : Java Version (Oracle Corporation 1.8.0_101) :
2017/ Mar/ 14 09:51.42 INFO[...] : EnginFrane Server STARTED (version: 2017.0. 41391)

Since EnginFrame Porta runs inside the Tomcat® web server (bundled with installer), also
Tomcat® log files can help. Tomcat® web server log messages arelocated under SEF_TOP/ | ogs/
<HOSTNAME>/ t ontat .

By default EnginFrame Portal installs and uses a Apache Derby® DB instance. Derby log files are
located under $EF_TOP/ | ogs/ <HOSTNAME>/ der by.

If any of these log files contain error messages that you do not understand, feel free to contact
hel pdesk @ni ce-software.com or your EnginFrame reseller.
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